Analytical models of soil and litter decomposition: Solutions for mass loss and time-dependent decay rates
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Abstract

Combining decomposition data with process-based biogeochemical models is essential to quantify the turnover of organic carbon (C) in surface litter and soil organic matter (SOM). Long-term decomposition may be suitably analyzed by linear models (i.e., all fluxes defined by first-order kinetics), which allow the derivation of analytical expressions to estimate the loss of C and the overall apparent decay rate ($k_{app}$) through time. Here we compare eight linear models (four discrete-compartment models with one or two C pools, two models with a single time-dependent decay rate, and two models based on a continuous distribution of decay rates) and report their analytical solutions for two types of decomposition experiments: i) studies that evaluate the decomposition of a single input of fresh litter (i.e., a single cohort, as in litterbag and C labeling experiments), and ii) studies that evaluate the decomposition of soil samples with compounds of different ages (i.e., multiple cohorts, as in long-term incubations or isotope dilution experiments). We fitted analytical mass loss functions to both types of datasets and evaluated the performance of the models. For single-cohort data, continuous-decay models provide the best balance between accuracy and parsimony ($R^2 = 0.99$, lowest Akaike and Bayesian information criteria), while for multiple-cohort data the two-pool models tend to perform better ($R^2 = 0.96$), perhaps because of the strong separation of time scales in the decomposition data considered. Differences among some models are marginal, suggesting that decomposition data alone do not point to a single ‘best’ model. All models resulted in apparent decay rates that decreased markedly through time, in contrast with the assumption of constant $k$ adopted in the single-pool exponential decay model. We also show how model parameters estimated from single cohort samples can be used to model multiple cohort decomposition, unifying both types of experimental data in one theory. Based on our results, it is possible to distinguish the temporal changes in C loss that are attributable to initial chemical composition or abiotic factors, from those associated with the presence of multiple ages in the substrate.

1. Introduction

 Decomposition of organic matter is a biologically mediated biogeochemical process that controls ecosystem carbon (C) turnover and nutrient availability (Jenny et al., 1949; Jobbágy and Jackson, 2000; Berg and McLaugherty, 2003; Cebrian and Lartigue, 2004; Manzoni et al., 2010). The speed of microbial degradation depends on climatic conditions, as well as chemical recalcitrance and physical accessibility of C compounds. During decomposition, microbes transfer organic matter through compartments of different chemical quality, thereby altering the chemistry and physical accessibility of organic C. Conceptual models of decomposition are thus often based on networks of compartments accounting for the chemical heterogeneity of the original substrate and chemical and physical changes driven by microbial activity and environmental factors.

These compartment networks are the conceptual basis of most current biogeochemical models (Plante and Parton, 2007; Manzoni and Porporato, 2009). Each compartment is described by a mass...
balance equation, and the connections represent fluxes of matter moving through the compartments. The fluxes can be described mathematically in different ways, but when the goal is to quantify long-term decomposition (i.e., annual or longer time scale) linear models are generally appropriate (Manzoni and Porporato, 2009).

In a linear model, each pool is considered well-mixed and chemically homogeneous, and the decomposition rate is assumed to be controlled by the available substrate. The proportion of organic matter decomposed per unit time is therefore constant and equal to the decay (or kinetic) rate constant, \( k \). Kinetic constants account for chemical and climatic conditions and thus vary across organic matter types and sites. Moreover, at these time scales, seasonal and higher-frequency climatic variability can be neglected, so that the decay constant for each compartment is effectively constant through time. Most biogeochemical models can thus be regarded as time-invariant linear networks, for which a well-developed theoretical basis exists (Eriksson, 1971; Feng, 2009a; Manzoni et al., 2009).

The main difficulties in this approach are the choice of the specific compartment network and the estimation of the decay rates. Several network structures have been proposed, ranging from simple one- or two-compartment models, to complex multi-compartment ones where serial, parallel, and feedback configurations coexist (Thuries et al., 2001; Pansu et al., 2004; Manzoni et al., 2009). Models that assume a distribution of decay rates have also been developed, on the grounds that chemical and physical heterogeneities are better described by a continuous distribution (heterogeneous pool) rather than by discrete compartments (homogeneous well-mixed pools) (Ågren and Bosatta, 1996; Bolker et al., 1998; Forney and Rothman, 2007; Feng, 2009b; Bruun et al., 2010; Siarra et al., 2011). The choice of the network depends on the goal of the model, with simpler models generally preferred for larger-scale, longer-term applications or where calibration datasets are limited. The values for the decay rates have been related to chemical, climatic, ecological, and edaphic factors (Parton et al., 1987, 2007; Aerts, 1997; Cebrían, 1999; Jobbagy and Jackson, 2000; Berg and McLaugherty, 2003; Cornwell et al., 2008; Zhang et al., 2008; Hui and Jackson, 2009), but also depend on model structure (Thuries et al., 2001; Pansu et al., 2004; Derrien and Amelung, 2011). To date, however, there is no consensus regarding either the choice of the biogeochemical network or the functional relationships between decay rates and environmental factors. It is thus important to explore systematically the patterns in decay rates for different model networks. One approach for achieving this goal is to fit the modeled C decay to observations from either litterbags or soil organic matter decomposition experiments (Wieder and Lang, 1982; Thuries et al., 2001; Parton et al., 2007; Zhang et al., 2007; Adair et al., 2008; Rovira and Rovira, 2010; Derrien and Amelung, 2011).

Our objectives here are to analyze eight commonly used biogeochemical models (both discrete compartment and continuous-quality models, see Table 1) and provide analytical solutions of organic matter C loss through time that can be used to estimate the decay rates from two typical decomposition datasets: i) litterbag studies and C labeling experiments, where one organic matter cohort is followed through time, and ii) SOM decomposition

---

### Table 1
Overview of decomposition model structure and features. For each model, \( x_i \) indicates the C mass in \( i \), \( k \) is the first-order decay rate, \( r \) and \( a \) are partitioning coefficients, and \( a \), \( b \), and \( m \) are shape factors.

<table>
<thead>
<tr>
<th>Model</th>
<th>ID</th>
<th>Scheme</th>
<th>Mass balance equations</th>
<th>Mean transit time ( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td>One compartment</td>
<td>D1</td>
<td>( x \rightarrow x \rightarrow dx )</td>
<td>( \frac{dx}{dt} = -kx )</td>
<td>( 1/k )</td>
</tr>
<tr>
<td>Two compartments in series</td>
<td>D2</td>
<td>( x \rightarrow x \rightarrow dx \rightarrow dx )</td>
<td>( \frac{dx}{dt} = 1 - k_1x_1 ) ( \frac{dx}{dt} = (1 - r)k_1x_1 - k_2x_2 )</td>
<td>( \frac{1 - r}{k_2k_1} )</td>
</tr>
<tr>
<td>Two compartments in parallel</td>
<td>D3</td>
<td>( x \rightarrow x \rightarrow dx \rightarrow dx )</td>
<td>( \frac{dx}{dt} = a - k_1x_1 ) ( \frac{dx}{dt} = (1 - a)J - k_2x_2 )</td>
<td>( \frac{1 - a}{k_2k_1} )</td>
</tr>
<tr>
<td>Feedback model</td>
<td>D4</td>
<td>( x \rightarrow x \rightarrow dx \rightarrow dx )</td>
<td>( \frac{dx}{dt} = 1 + k_2x_2 - k_1x_1 ) ( \frac{dx}{dt} = (1 - r)k_1x_1 - k_2x_2 )</td>
<td>( \frac{1 - r}{k_2k_1} )</td>
</tr>
<tr>
<td>Feng and Li (2001)</td>
<td>L1*</td>
<td>( x \rightarrow x \rightarrow dx \rightarrow dx )</td>
<td>( \frac{dx}{dt} = a \left( \frac{1}{b + 1} \right) x )</td>
<td>( b + 1 )</td>
</tr>
<tr>
<td>Rovira and Rovira (2010)</td>
<td>L2b</td>
<td>( x \rightarrow x \rightarrow dx \rightarrow dx )</td>
<td>( \frac{dx}{dt} = -(a + be^{-\gamma})x )</td>
<td>( e^{-\gamma} \frac{a + b}{m} + 1 )</td>
</tr>
<tr>
<td>Gamma ( p_a(k) ) (Bolker et al., 1998)</td>
<td>C1</td>
<td>( x \rightarrow k \rightarrow dx \rightarrow dx )</td>
<td>( \frac{dx}{dt} = -\int_0^x k_0xdk )</td>
<td>( \frac{a}{a - 1} )</td>
</tr>
<tr>
<td>Log-uniform ( p_a(k) ) (Forney and Rothman, 2007)</td>
<td>C2</td>
<td>( x \rightarrow k \rightarrow dx \rightarrow dx )</td>
<td>( \frac{dx}{dt} = -\int_0^x k_0xdk )</td>
<td>( \frac{b - a}{\ln(b/a)} )</td>
</tr>
</tbody>
</table>

---

* \( f(\cdot) \): gamma function.  

* \( \text{Kummer confluent hypergeometric function} (Abramowitz and Stegun, 1972) \).
studies, where multiple cohorts (i.e., compounds of different age) decompose in the same sample. The analytical solutions obtained for these two decomposition experiments are first used to evaluate the performance of the models for both single cohort and multiple cohort studies. We then calculate the ‘apparent’ decay rate, denoted here as \( k_{\text{app}} \) (but also referred to as relative decomposition rate), i.e., the first-order decay rate for the total C in the system. Though the decay constants for each compartment are time-invariant, this apparent decay rate changes through time, depending upon model structure and type of decomposition study. Finally, by comparing mass loss and \( k_{\text{app}} \) in single- and multiple-cohort studies, we discuss how these results could be used to separate the drivers of decomposition in surface litter and mineral soils.

2. Methods

Soil and litter biogeochemical models are generally formulated through systems of ordinary differential equations, each representing the mass balance of an organic matter compartment (e.g., fresh litter, soluble C, microbial biomass, etc.). The system receives an input (litterfall or soil amendment), denoted by \( I(t) \), which is redistributed among the compartments and lost through heterotrophic respiration and leaching (see Table 1 for the mass balance equations for each model considered). If the mass transfers among the compartments are defined by time-invariant first-order kinetics, the total mass of C in the system, \( x(t) \), can be computed as (Eriksson, 1971; Manzoni et al., 2009)

\[
x(t) = \int_0^\infty I(t-\tau)A(\tau) d\tau,
\]

where \( A(\tau) \) is the survivor function of the system, that is the proportion of C that remains in the soil or litter for at least a time \( \tau \). As a consequence, the mean transit (or residence) time is given by \( \tau = \int_0^\infty A(\tau) d\tau \). Eq. (1) essentially calculates the mass at any time \( t \) as the sum of the previous inputs \( I(t-\tau) \), weighted by the probability \( A(\tau) \) of remaining in the system for at least a time \( \tau \). Any time-invariant linear system can be recast in the form of Eq. (1), using the appropriate survivor function, which embeds all the information necessary to characterize the system, including structural properties such as the number of compartments and their connections and kinetic properties such as the values of the decay rates. Because of the properties of time-invariant linear systems, \( A(\tau) \) can be obtained analytically as a function of the network structure. In fact, \( A(\tau) \) is defined as the exceedance probability of the transit time distribution of the whole system, which in turn is determined by combining the transit time distributions of the individual pools of the network. This procedure is discussed in detail elsewhere (Manzoni et al., 2009). For the specific applications here, we build on this theory and apply it to decomposition experiments. The equations for survivor function and mean transit time reported in Tables 1 and A1 are employed as a starting point.

For any litterfall time series (represented by \( I(t) \)) and network structure (embedded in \( A(t) \)), the form of Eq. (1) allows the computation of mass loss, or \( x(t) \), for any input function, including cases that are particularly relevant for interpreting decomposition datasets. Most litterbag experiments follow mass loss of fresh litter in a confined system that receives a single input (Fig. 1A). In this case all of the organic matter that is decomposed has the same age (i.e., a single cohort is being tracked). In contrast, soil organic matter decomposition follows the degradation of a mixture of compounds deposited to the soil at different times (Fig. 1B). In this case, the soil sample may be left to decompose without further input, or a rapid change in input rate can be imposed, for instance through a change in vegetation type or lab incubation. These two cases are treated separately below.

2.1. Single input (one cohort) studies: litterbag decomposition experiments

When a mass \( x_0 \) of organic matter is added once and left to decompose (as in the case of litterbags or a tracer pulse), the input to the system can be described by an instantaneous pulse, represented mathematically by a Dirac delta function, \( I(t-\tau) = x_0 \delta(t-\tau) \) (Fig. 1A). In this case, Eq. (1) can be solved to yield a relationship between the fraction of mass remaining and the survivor function,

\[
\frac{x(t)}{x_0} = A(t)
\]

Based on the time evolution of the organic matter mass, it is now possible to calculate the ‘apparent’ decay rate \( k_{\text{app}} \), that is the time-dependent first-order kinetic constant that can be used to describe any decomposition model through a single mass balance equation,

\[
\frac{dx(t)}{dt} = -k_{\text{app}}(t)x(t),
\]

with initial condition \( x(0) = x_0 \). Accordingly, \( k_{\text{app}}(t) \) can be computed as a function of the survivor function as

\[
k_{\text{app}}(t) = \frac{\frac{dx(t)}{dt}}{x(t)} = \frac{d \ln[A(t)]}{dt}
\]

Note that the complexity of the original time-invariant system is now captured by a single time-dependent kinetic coefficient, \( k_{\text{app}}(t) \). Because \( k_{\text{app}}(t) \) depends on \( x(t) \) and hence the history of the system, it may change in different decomposition experiments, as discussed below. Specific expressions of single-cohort \( x(t) \) and \( k_{\text{app}}(t) \) for each selected model are reported in Table A1.
2.2. Continuous inputs (multiple cohort) studies: SOM decomposition experiments

Unlike litterbags experiments, where all the organic matter is added at once, other types of experiments follow organic matter mass through time after a rapid change in input. For example, SOM (assumed in equilibrium with the organic inputs from vegetation) can be sampled from the field and then incubated without further amendments (Wadman and deHaan, 1997). A change in land use resulting in a sudden change in input (e.g., long-term bare fallow experiments) could also be employed to assess decomposition rates by tracking the temporal changes of SOM after the disturbance (Barré et al., 2010; Kuzyakov, 2011). Alternatively, isotope dilution can be used to track changes in C after such transitions as between C3 and C4 vegetation (Bernoux et al., 1998; Derrien and Amelung, 2011; Kuzyakov, 2011). In all these cases the decomposed sample contains materials of different ages, or multiple cohorts, so that the solutions derived for a single input or one cohort of uniform age are invalid. To model these experiments, we assume an instantaneous change in the otherwise continuous litter input to the soil (Fig. 1B).

This change can be used to estimate decomposition parameters, similarly to litterbag studies. In this case, however, SOM or mixed litter samples contain a mixture of compounds that are the result of the previous history of input and degradation.

As illustrated in Fig. 1B, these experiments are modeled by a step change in input \( I(t) \) at time \( t = 0 \), from \( I_1 \) to \( I_2 \). In the particular case of laboratory incubations or long-term bare fallow studies, \( I_2 = 0 \) and \( t = 0 \) is the time of sampling. For simplicity, we also assume that before sampling or disturbance, the soil had reached an equilibrium point under input \( I_1 \) denoted as \( X_1^* \) (i.e., the initial mass for the decomposition experiment), and that the change in chemical composition of the litterfall is less important than the actual input change. To find the mass remaining, we first separate the integral in Eq. (1) into two time intervals, corresponding to input \( I_1 \) before the sampling time, and to \( I_2 \) afterwards,

\[
x(t) = \int_0^t I_1 A(t) \, dt + \int_t^\infty I_2 A(t) \, dt \quad (5)
\]

Recalling that the mean transit time \( \tau = \int_0^\infty A(t) \, dt \), and that the steady state organic matter contents \( \text{are } X_1^* = \tau I_1 \) and \( X_2^* = \tau I_2 \) (as easily shown by imposing a constant input in Eq. (1)). Eq. (5) can be re-written as,

\[
x(t) = X_1^* (1 - I_1 - I_2) \int_0^t A(t) \, dt \quad (6)
\]

At \( t = 0 \), the integral on the right hand side is zero, so that we are left with the C mass before the experiment starts, \( x(t) = X_1^* \). At later times, \( \int_0^t A(t) \, dt \) approaches the mean transit time \( \tau \), so that \( x(t) \) nears \( X_2^* \), the steady state organic matter resulting from the input \( I_2 \) after the step change. This result is expected, as the system changes from a state dependent on \( I_1 \) to a new state dependent on \( I_2 \). At intermediate time periods, because the survivor function and its integral are by definition positive, the remaining mass \( x(t) \) decreases through time if \( I_1 - I_2 > 0 \), or increases if \( I_1 - I_2 < 0 \).

For most practical applications, including SOM incubations and isotope dilution approaches, \( I_2 = 0 \), so that the fraction of mass remaining can be expressed as

\[
x(t) = X_1^* (1 - I_1) \int_0^t A(t) \, dt \quad (7)
\]

where the subscript 1 is dropped for simplicity of notation. Note that Eq. (7) has the same physical meaning as Eq. (2) (describing how C mass relative to the initial condition changes over time), but it is formally different due to the presence of old material in SOM samples.

As for the single input case, we can compute the apparent decay rate from the lumped mass balance,

\[
dx(t) / dt = -k_{app}(t)x(t), \quad (8)
\]

with initial condition \( x(0) = X_* \). After some rearrangement and using again the definition of mean transit time, the apparent decay rate for multiple-cohort studies is obtained,

\[
k_{app}(t) = A(t) \int_0^t A(t) \, dt \quad (9)
\]

Despite Eq. (9) being analogous to Eq. (4) obtained for single cohorts, it is mathematically different because the model now accounts for the presence of old C in the decomposing material. The obtained \( x(t) \) and \( k_{app}(t) \) for each model are reported in Table A2.

2.3. Description of the decomposition models

The equations for mass loss and apparent decay rate depend on the survivor function \( A(t) \), which accounts for the different model structures. In this section we review the features of the eight selected models (Table 1), while the different \( A(t) \) are reported in Table A1. Because decomposition time series typically consist of few measurement points for any substrate and location, it is important to minimize the number of model parameters. This justifies the use of simple models with at most three parameters for our analysis (Table 1). Using complex models with more variables, and thus more parameters, would likely lead to over-fitting issues for the type of dataset used here (Section 2.4). This would result in multiple, practically undistinguishable, solutions obtained from different sets of parameters for the same model, or also from different models because of poor constraining by the data.

We present only a brief overview of the models here, because they have already been studied and described extensively (Andren and Katterer, 1997; Thuries et al., 2001; Bruun et al., 2004; Pansu et al., 2004; Manzoni et al., 2009; Derrien and Amelung, 2011). The discrete compartment models (D1 to D4 in Table 1) are characterized by a network of C pools connected by first-order fluxes. Model D1 considers a single well-mixed compartment for all organic matter and is the simplest representation of the decomposition process. The serial model D2 mimics the sequential transformations of organic matter, where a fraction \( r \) of the C from the first compartment is lost to respiration and leaching, while the remaining fraction \( 1-r \) is transferred to the second C pool. In the parallel model D3, added organic matter is partitioned into two chemically different pools according to the coefficient \( \alpha \). From these pools, C is decomposed according to two different decay rates. The feedback model D4 accounts for microbial degradation and recycling of organic substrates in the first pool. The fraction \( r \) of the decomposed C is respired (or leached), while the fraction \( 1-r \) is used for growth of new biomass in the microbial pool (i.e., \( 1-r \) is the microbial C-use efficiency). Microbial byproducts are eventually returned to the substrate pool. All of these discrete compartment models can be recast in the form \( dx(t)/dt = -k_{app}(t)x(t) \), where \( k_{app}(t) \) depends on the particular history of litter input, as shown by Eqs. (4) and (5).

Notably, the survivor function of models D2–D4 can be expressed as the sum of two exponential terms with distinct decay rates (equivalent to \( A(t) \) from model D3, see Table A1). Hence, when
fitting a set of decomposition data, the two-pool models yield the same least-square solution $x(t)$ (from Eq. (2) or (7)), where, however, the physical meaning of the parameters varies among models. By comparing $A(t)$ of models D2 and D3, we can write the parameters of D2 (superscript D2) as a function of the parameters in D3 (superscript D3),

$$k_{L1}^{D2} = k_{L1}^{D3}.$$  

$$k_{L2}^{D2} = k_{L2}^{D3}.$$  

$$r^{D2} = 1 - (1 - a) \left( \frac{k_{L1}^{D3}}{k_{L2}^{D3}} \right) / k_{L1}^{D3}.$$  

(10)

Comparing models D4 and D3, we can similarly express the parameters of D4 (superscript D4) as a function of those in D3,

$$k_{L1}^{D4} = a k_{L1}^{D3} + (1 - a) k_{L2}^{D3}.$$  

$$k_{L2}^{D4} = \frac{\alpha}{k_{L2}^{D3}} + \frac{1 - a}{k_{L1}^{D3}}.$$  

$$r^{D4} = \frac{\alpha k_{L1}^{D3} + k_{L2}^{D3}}{\alpha k_{L1}^{D3} + (1 - a) k_{L2}^{D3}}.$$  

These relationships allows us to perform one least-square fitting for model D3 (the simplest mathematically) and compute the parameters for the other two-pool models analytically.

Instead of defining a set of compartments and deriving $k_{app}(t)$ as in models D1–D4, it is also possible to define a priori a decay $k_{app}(t)$ that allows mathematically simple expressions to fit the decomposition data. Following this alternative approach, lumped models with time-dependent decay rates (L1 and L2 in Table 1) have been proposed (Janssen, 1984; Yang and Janssen, 2000; Feng and Li, 2001; Rovira and Rovira, 2010). In these models the decay rate of a single pool decreases over time following either a power-law (L1) or an exponential decay (L2). Not all $k_{app}(t)$ functions, however, are consistent with a finite mean transit time and hence with a finite organic matter mass at equilibrium — a necessary condition for Eq. (1) to be applicable.

Table 1 also includes two continuous-quality models (C1 and C2) that assume a distribution of decay rates in the organic matter (Tarutis, 1994; Bolker et al., 1998; Forney and Rothman, 2007). These can be regarded as generalizations of the discrete parallel model (D3), where the number of compartments is increased (while their size decreases) so to obtain a continuous sequence of infinitesimal pools, each decomposing independently according to first-order kinetics. The initial partitioning of the added organic matter is defined by the distribution $p_j(k)$, which in the two selected models is either a gamma (C1) or a log-uniform distribution (C2). For these continuous models, the survivor function is calculated as the exceedance probability of the transit time distribution, which in turn depends on $p_j(k)$ (Manzoni et al., 2009).

2.4. Application data and statistical analyses

To provide specific examples of the different equations, we selected two published long-term decomposition experiments. For the single cohort case, we selected a set of Scots pine (Pinus sylvestris) decomposition data conducted at Jädraås, Sweden (Berg et al., 1991). Litterbags in the study were filled with freshly senesced pine needles, placed on the ground, and sampled 2–3 times per year for a total incubation of 5.5 years, resulting in nearly 80% mass loss. For the multiple cohort (SOM) case, we chose the Rothamsted Bare Fallow experiment, started at Rothamsted Experimental Station (UK) in 1959, to track the decay of organic C in absence of any organic inputs to the soil (Barré et al., 2010). Total C concentrations have been routinely measured and corrected to account for changes in soil bulk density. Over about 50 years, nearly 65% of the initial C has been lost.

Data for the amount of mass remaining in both datasets have been fitted with the solutions presented in Tables A1 and A2 for the litter application and the soil organic C application, respectively, using a nonlinear least-square approach (Gauss–Newton method, implemented in Matlab, MathWorks, 2011). All data points have been equally weighted and no transformation was performed prior to the fitting (the variance remains relatively stable through time). Goodness of fit was evaluated using the coefficient of determination and the mean square error, while the performance relative to the number of model parameters was evaluated using the Akaike information criterion, AIC (Akaike, 1974), and the Bayesian information criterion, BIC (Schwarz, 1978). Both criteria balance goodness of fit and model complexity (an undesired source of variance) in a single metric. In most decomposition studies, the number of data points, $N$, is relatively small (~40 times the number of model parameters), so that the second-order variant of AIC is used (Burnham and Anderson, 2002; Adair et al., 2008; Rovira and Rovira, 2010). This variant is denoted by $AICc$ and is defined for a model $j$ as,

$$AIC_c_j = N \ln \left( \frac{RSS}{N} \right) + \frac{2Np_j}{N - p_j - 1},$$  

where RSS is the residual sum of squares (used here to estimate the maximum likelihood function), and $p_j$ the number of model parameters (including the estimated maximum likelihood function as an additional parameter). The BIC for model $j$ is calculated using a somewhat similar expression, except for the effect of the number of observations (Schwarz, 1978),

$$BIC_j = \ln \left( \frac{RSS}{N} \right) + p_j \ln(N).$$  

(13)

As the number of fitting parameters increases, the residual sum of squares (and thus the first term in Eqs. (12) and (13)) decreases, while the second term increases in both metrics. The best model in terms of balance between goodness of fit and parsimony is the one with lower $AIC_c_j$ or $BIC_j$. Because the values of both indices have relevance on a relative scale, we only report the differences $AIC_c_j - \min \{AIC_c\}$ and $BIC_j - \min \{BIC\}$ (Burnham and Anderson, 2002). As a consequence, the best model has AIC or BIC differences equal to zero. We also tested the robustness of the model selection by performing a bootstrap sampling and replacing (Efron, 1979), and analyzing the resulting probability of model selection. A Matlab code that performs the fitting to single- or multiple-cohort data and evaluates the goodness of fit of the different models is available upon request.

3. Results and discussion

3.1. Application to litterbag decomposition data (single cohort)

All of the analytical expressions in Table A1 are able to explain most of the variability in the observed mass remaining data (Fig. 2A–C; Table 2). The single-compartment model (D1) performs marginally worse than the other models, as expected from the presence of only one fitting parameter instead of two or three. The discrepancy is evident only in the later stages of decomposition, where D1 underestimates remaining mass considerably. In contrast, all other models capture both the initial fast decay and the later slower mass loss. Series, parallel, and feedback models (D2–D4) predict the same decomposition pattern, because they can all be recast in the same analytical function, despite having
a different structure in terms of the C pathways. Overall, the continuous quality models (C1 and C2) predict larger fractions of remaining mass after about 5 years since the beginning of the experiment. When balancing goodness of fit and parsimony, both of these models perform better than the discrete ones and should be preferred according to AIC and BIC (the result is robust to variability in the data as analyzed by bootstrapping, with 67% cases best described by C2, 12% by C1, and most of the remaining cases by L1). Moreover, C1 predicts a power-law decay of remaining mass in time (Table A1), similar to the solution obtained using specific parameterizations of the Q-model, a more general continuous-quality model (Bosatta and Agren, 1995; Agren and Bosatta, 1996). Power-law decay, especially when parameter $a$ is close to or lower than 1, is characterized by relatively large remaining C in the long-term. Model C1 might thus be suitable to describe the very slow decay rates of compartments representing recalcitrant organic matter without the disadvantage of a complex parameterization of the slower pools. Overall, AIC and BIC differences are relatively low and model performance is high (except for D1), suggesting that, despite a marginally better performance of the continuous models, this dataset does not allow selecting a single 'best' model. A larger number of data points, especially towards the later stages of decomposition, would probably better constrain the models and provide a more definite indication.

A time-dependent apparent decay rate naturally arises when the underlying model has more than one compartment, even with all fluxes described by constant kinetic rates (Fig. 2B–D). As expected, the apparent decay rate decreases in time in all models except D1, which assumes a constant decay rate for a C pool that is perfectly well-mixed. In fact, $k_{app}(t)$ accounts for the changes in relative weights of the pools as they decompose. During initial decomposition, most of the mass loss is attributable to fast-decaying pools, so that $k_{app}(t)$ is high. As decomposition progresses, however, these fast pools lose mass, while the slower ones become the predominant contributors, resulting in lower $k_{app}(t)$. When $k_{app}(t)$ decreases too rapidly to zero, a residual mass may remain undecomposed (e.g., $a < 1$ in C1). In this case, in the presence of a continuous input the system cannot reach equilibrium, but instead C accumulates (as in peatlands under anaerobic condition). This lack of steady state implies that the equations developed in Section 2 for multiple cohorts cannot be used, as noted by Feng (2008a).

Although the mass remaining functions produced similar estimates between models (Fig. 2A–C), the changes in $k_{app}$ over time differed between them (Fig. 2B–D). In the two-pool models, $k_{app}(t)$ tends to a constant value (the decay rate of the slower pool, $k_2$) when $t \rightarrow 1/k_1$, i.e., when the faster pool has been depleted. Consistent with higher remaining mass for large $t$, $k_{app}(t)$ in the C1 and C2 models are lower than in the other models. However, while $k_{app}(t)$ in L2 and C2 reaches stable values, $k_{app}(t)$ in L1 and C1 decreases indefinitely following a power-law behavior (as can be shown by taking $t \rightarrow \infty$ in $k_{app}(t)$ from Table A1). Because the models were adjusted to a single-cohort litter study, these decreases in $k_{app}$ should be associated with the chemical composition of the litter rather than to possible differences in the ages of the litter material, as suggested for SOM studies in the next section.

Model parameters in C1 and C2 also determine the shape of the distribution of initial decay rates, $p_i(k)$, in the incubated substrate. Based on the regression, it is thus possible to draw the corresponding distribution $p_i(k)$ (see inset in Fig. 2D). The two distributions overlap in the range of turnover times (1/k) between 1 and 10 years, but the mode of $p_i(k)$ for C2 is lower (~0.1 y$^{-1}$) than the one for C1 (~0.25 y$^{-1}$). This difference is due to the limited range of decay rates that $p_i(k)$ spans in C2 ($a < k < b$), which causes a higher probability density of decay rates close to the minimum value $k = a$.

### 3.2. Application to SOM decomposition data (multiple cohort)

Decomposition of SOM (as multiple cohort litter samples) containing C compounds deposited to the soil at different times tends to be slower than in homogenous fresh litter samples (compare the mean transit times in Tables 2 and 3). Slower decomposition is expected as recalcitrant compounds encompass a larger fraction of the total organic matter (Berg and McClaugherty, 2003). The widely-used, single-compartment model D1 assumes that the

The curves for the two-pool models D2, D3, and D4 are identical; the inset in D shows (C

### Table 2

Summary of parameter values, mean transit times $\bar{t}$, and model performance statistics (coefficient of determination $R^2$, mean square error, RSS/N, as well as AICc and BIC differences) from fitting litter decomposition data (Fig. 2).

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter values</th>
<th>$\bar{t}$ (y)</th>
<th>$R^2$</th>
<th>RSS/N</th>
<th>AICc $\leq$ min (AICc)</th>
<th>BICc $\leq$ min (BICc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>$k = 0.297, y^{-1}$</td>
<td>3.4</td>
<td>0.98</td>
<td>7.04E-04</td>
<td>13.2</td>
<td>12.9</td>
</tr>
<tr>
<td>D2</td>
<td>$r = 0.529, k_1 = 0.672, y^{-1}, k_2 = 0.204, y^{-1}$</td>
<td>3.8</td>
<td>0.99</td>
<td>2.92E-04</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>D3</td>
<td>$a = 0.324, k_1 = 0.672, y^{-1}, k_2 = 0.204, y^{-1}$</td>
<td>3.8</td>
<td>0.99</td>
<td>2.92E-04</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>D4</td>
<td>$r = 0.725, k_1 = 0.491, y^{-1}, k_2 = 0.385, y^{-1}$</td>
<td>3.8</td>
<td>0.99</td>
<td>2.92E-04</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>L1</td>
<td>$a = 0.882, b = 3.447, y$</td>
<td>3.7</td>
<td>0.99</td>
<td>3.19E-04</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>L2</td>
<td>$a = 0.190, y^{-1}, b = 0.167, y^{-1}, m = 0.321, y^{-1}$</td>
<td>3.8</td>
<td>0.99</td>
<td>2.93E-04</td>
<td>2.8</td>
<td>2.9</td>
</tr>
<tr>
<td>C1</td>
<td>$a = 2.746, b = 7.783, y$</td>
<td>4.5</td>
<td>0.99</td>
<td>2.94E-04</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>C2</td>
<td>$a = 0.103, y^{-1}, b = 0.842, y^{-1}$</td>
<td>4.0</td>
<td>0.99</td>
<td>2.93E-04</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
organic matter is perfectly mixed, and hence each particle has equal probability of being degraded at any time. Accordingly, this is the only model that does not capture the different decomposability of fresh vs. old organic matter. The decay of SOM is shown in Fig. 3, which compares the trajectories of remaining mass (3A–C) and the apparent decay rates (3B–D) for all models except L2, which is not amenable to an analytical solution for multiple cohorts. Similar to the single-cohort result, the performance of D1 is worse than in the other models and the simplicity of this one-parameter model does not justify its use according to AIC and BIC (Table 3). The well-mixed model severely overestimates mass remaining in the early decomposition stage and underestimates it in the later stage. Unlike the single-cohort case, however, the discrete models D2–D4 tend to outperform the other models in terms of both accuracy and parsimony (based on the bootstrap analysis, about 86% and 78% of datasets are best described by the two-pool models according to AIC and BIC, respectively). However, the improvement over model L1 (selected in 11% and 19% of the datasets according to AIC and BIC) is barely detectable (Table 3). As in the single-cohort case, model performance is generally good in all models except for D1 and C2.

Decomposition of single and multiple cohorts can be compared by plotting mass remaining and apparent decay rates for the two cases using the same parameters obtained from a single cohort incubation (Fig. 4). These simulations represent changes of \(x(t)\) through time observed in a hypothetical experiment providing mass remaining in both a single cohort of litter and a litter mixture of the same origin, assuming that the mixture had reached the steady state before the experiment. As expected, remaining mass in incubations of multiple litter cohorts, denoted by \(x(t)/x_0\), is always higher than in the case of a single cohort litter, denoted by \(x(t)/x_0\), while the apparent decay rate is lower in multiple cohorts than in single cohort incubations (\(k_{app}(t) < k_{app}(t)\)) except for model D1, where \(k_{app}\) is always constant and equal in both experiments. The differences between the trajectories in the two experiment types are larger at intermediate times for all models. In fact, for both experiments the trajectories are controlled by the slower compartments, so that in the long term, \(x(t)/x_0 = x(t)/x_0\). Accordingly, both \(k_{app}(t)\) and \(k_{app}(t)\) for models D2–D4 approach the value of the slower pool, \(k_2\), as the faster pool is depleted (Fig. 4B). Patterns of \(k_{app}(t)\) are more diverse

Table 3

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter values</th>
<th>(t) (y)</th>
<th>(R^2)</th>
<th>RSS/N</th>
<th>AICc (\min) (AICc)</th>
<th>BIC (\min) (BIC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>(k = 0.0231\ \text{y}^{-1})</td>
<td>43.2</td>
<td>0.68</td>
<td>6.39E-03</td>
<td>47.3</td>
<td>46.2</td>
</tr>
<tr>
<td>D2</td>
<td>(r = 0.870, k_1 = 0.221\ \text{y}^{-1}, k_2 = 0.0125\ \text{y}^{-1})</td>
<td>14.8</td>
<td>0.96</td>
<td>7.23E-04</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>D3</td>
<td>(a = 0.863, k_1 = 0.221\ \text{y}^{-1}, k_2 = 0.0125\ \text{y}^{-1})</td>
<td>14.8</td>
<td>0.96</td>
<td>7.23E-04</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>D4</td>
<td>(r = 0.879, k_1 = 0.220\ \text{y}^{-1}, k_2 = 0.0143\ \text{y}^{-1})</td>
<td>14.8</td>
<td>0.96</td>
<td>7.23E-04</td>
<td>0.0</td>
<td>0.2</td>
</tr>
<tr>
<td>L1</td>
<td>(a = 0.236, b = 0.0940\ \text{y}^{-1})</td>
<td>3.2</td>
<td>0.96</td>
<td>8.17E-04</td>
<td>0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>C1</td>
<td>(a = 1.415, b = 6.727\ \text{y}^{-1})</td>
<td>16.2</td>
<td>0.95</td>
<td>9.15E-04</td>
<td>3.1</td>
<td>2.7</td>
</tr>
<tr>
<td>C2</td>
<td>(a = 0.00906\ \text{y}^{-1}, b = 20.42\ \text{y}^{-1})</td>
<td>14.3</td>
<td>0.88</td>
<td>2.28E-03</td>
<td>25.0</td>
<td>24.7</td>
</tr>
</tbody>
</table>

Fig. 3. Mass remaining, \(x(t)/x_0\), and apparent decay rates, \(k_{app}(t)\), as a function of time calculated for soil organic matter decomposition data (Barré et al., 2010) with discrete compartment and lumped, time-dependent rate models (A–B) and with continuous quality models (C–D) (results for the single pool model, D1, are also shown for comparison). Note that the curves for the two-pool models D2, D3, and D4 are identical; the inset in D shows the distribution of decay rates \(k_2(k)\) for the two continuous quality models (C1 and C2). Models are described in Table 1 and equations are reported in Table A2.

Fig. 4. Comparison of mass remaining (panels A, C) and apparent decay rates (panels B, D) estimated for the same set of parameters (Table 2) for single- vs. multiple-cohort equations, as they change over time following the arrows. Temporal changes are also illustrated. The 1:1 line represents the case where the estimates for the two cases are equal and the shaded areas indicate where decomposition is faster in the multiple- vs single-cohort experiments. As expected, remaining mass in incubations of multiple litter cohorts, denoted by \(x(t)/x_0\), is always higher than in the case of a single cohort litter, denoted by \(x(t)/x_0\), while the apparent decay rate is lower in multiple cohorts than in single cohort incubations (\(k_{app}(t) < k_{app}(t)\)) except for model D1, where \(k_{app}\) is always constant and equal in both experiments. The differences between the trajectories in the two experiment types are larger at intermediate times for all models. In fact, for both experiments the trajectories are controlled by the slower compartments, so that in the long term, \(x(t)/x_0 = x(t)/x_0\). Accordingly, both \(k_{app}(t)\) and \(k_{app}(t)\) for models D2–D4 approach the value of the slower pool, \(k_2\), as the faster pool is depleted (Fig. 4B). Patterns of \(k_{app}(t)\) are more diverse
among lumped and continuous quality models, with \( k_{\text{app}}(t) \) reaching an asymptotic value in L1 and C2, but tending towards zero in C1. The mathematical relationship between \( k_{\text{app}}(t) \) and \( k_{\text{app}}'(t) \) is particularly clear in C1, where \( k_{\text{app}}(t) = k_{\text{app}}'(t)/(a-1)/a \), i.e., the two apparent decay rates differ by a constant that only depends on parameter \( a \) (Fig. 4D).

3.3. Model interpretation

The models presented in Table 1 can be interpreted from a biophysical perspective, thus providing natural bounds for the parameter values. The decay rates of the different compartments in D1—D4 characterize their chemical and physical properties, and are expected to vary with climate (Berg and McClaugherty, 2003; Parton et al., 2007; Zhang et al., 2008), soil texture (Parton et al., 1987), and litter quality (Aerts, 1997; Cebrian, 1999; Berg and McClaugherty, 2003; Cornwell et al., 2008; Hui and Jackson, 2009). The values of the kinetic constants in D1—D4 (\( k, k_1, k_2 \)) from the litter application are higher than in the SOM application (Tables 2 and 3). This difference is due to several factors, namely the different qualities of the plant material and climatic conditions, as well as to the ‘protecting’ effect of mineral soil that prevents SOM degradation (Sollins et al., 1996; Kleber et al., 2007). The latter is likely the most relevant factor for a given site and might contribute to the stark contrast between the kinetic constants of the slow C pools in litter and SOM. In fact, while the fast pools differ by a factor of two between litter and SOM studies, the slower ones differ by an order of magnitude in all models (Tables 2 and 3).

The coefficient \( r \) in D2 and D4 can be interpreted as the fraction of decomposed matter that is lost to respiration by the decomposers (1—\( r \) is the C-use efficiency) or by leaching. Indeed, the estimated values for litter decomposition (Table 2) are consistent with C-use efficiency estimates 1—\( r \) ~ 0.3 to 0.4 for conifer litter decomposers (Manzoni et al., 2010). Respiration rates estimated from SOM decomposition (Table 3) are higher, suggesting lower C-use efficiency in this soil. Because typically in mineral soils \( r \approx 0.4—0.6 \) (Frey et al., 2001; Steinweg et al., 2008; Herron et al., 2009), we might speculate that the parameter \( r \) also captures leaching losses from the faster C compartments, which are expected to be important in the mesic climate of Rothamsted, especially in absence of vegetation in this long-term fallow treatment. Because the selected decomposition data do not allow distinguishing among the two-pool models, other types of experiments are needed to contrast the performance of parallel, series, and feedback configurations. For example, labeling experiments tracking the fate of C isotopes in different pools (and fluxes) might be useful to this aim (Petersen et al., 2005).

The parameters in models L1 and L2 are more difficult to interpret, as they were designed to represent in a lumped way the observed rates of mass decay, rather than to describe them in a process-based way. The two continuous-quality models we considered (C1 and C2) can be interpreted as a generalization of the discrete-compartment models, where now the decay rates follow a continuous distribution caused by heterogeneous quality and accessibility of the substrates (Tarutis, 1994; Ågren and Bosatta, 1996; Rothman and Forney, 2007; Bruun et al., 2010). Our results suggest that litter can be indeed characterized by a distribution of decay rates that represents a range of transit times (or life spans) of C molecules in a litter cohort. In contrast to this continuous range of transit times, the SOM decomposition dataset we analyzed is characterized by two distinct time scales (a fast and a slow pool, see e.g., Taneva et al., 2006) that can be captured well by two-pool models, but not as well by continuous models based on a unimodal distribution of \( k \), as in C1 and C2. The goal of the data analysis here was to provide an example of application of the theoretical equations, but it is too limited to generalize this conclusion to any soil or litter. Further studies across litter and soil types and of both SOM and litter decomposition at same locations will be needed to accomplish this goal.

Each model permits the definition of the organic carbon mean transit time \( \tau \) (or the time that on average a molecule of C spends in the system – in general different from the turnover time), which is derived from estimated model parameters (see equations in Table 1) (Manzoni et al., 2009). Despite fitting the same datasets, the models provide different estimates of \( \tau \), due to their different compartment structure. This is particularly true for the SOM data, where the well-mixed model D1 yields a transit time about three times higher than the better-performing two-compartment models. Thus, in this case, the well-mixed model significantly overestimates \( \tau \), as also found in previous studies (Taneva et al., 2006). In contrast, model L1 provides a much shorter estimate, due to its very fast initial decomposition (see the dashed line in Fig. 3C). These differences highlight the importance of model choice when estimating mean transit times (Derrien and Amelung, 2011) as well as steady state C stocks (\( \tau' = \tau \)).

The mean transit time provides only limited information regarding the temporal changes in C turnover. One way to explore such changes is by looking at the apparent decay rates \( k_{\text{app}}(t) \), that is, the time-dependent kinetic constant representing the relative change in organic matter, \( (dx/dt)/x \) (Eqs. (3) and (8)). Empirical observations suggest that \( k_{\text{app}} \) decreases over time (Wieder and Lang, 1982; Janssen, 1984; Yang and Janssen, 2000; Rovira and Rovira, 2010). This decrease is due to the exhaustion of fast-cycling pools (with high \( k \)) early during decomposition, followed by prolonged respiration from the slower pools (low \( k \)). The analytical results reported in Tables A1 and A2 for all models except D1 are consistent with this pattern. Only the well-mixed model is characterized by a constant \( k_{\text{app}} \), thus underestimating the early decay rates, while overestimating decomposition in the later stages (Trumbore, 2000). Even for the same set of parameters (i.e., the same chemical characteristics), \( k_{\text{app}} \) is lower in multiple-cohort studies than in single cohort ones (Fig. 4B—D). This is due to the presence of older (and slower) cohorts that decrease the apparent decay rate in the multiple cohort studies. Using the two sets of equations for single or multiple cohort studies, it is thus possible to separate the chemical from the age-related effects on mass loss and \( k_{\text{app}} \).

3.4. Disentangling causes of variation in decomposition patterns

The proposed theory allows us to separate the causes of mass loss and the decrease in \( k_{\text{app}} \) over time. At a given site, there are three sets of drivers for such temporal changes, i) initial chemical composition, ii) age distribution in the sample, and iii) differences in the abiotic environment (e.g., different temperature, soil moisture, and mineral particles between mineral soil and forest floor). In surface litter, only i) and ii) play a role. If we further look at a particular litter type (and chemical composition), the age distribution at the beginning of decomposition, determined by the previous input history, becomes the most important factor. In this case, the decay constants of each C pool should be the same in single- and multiple-cohort litter samples, because only the input history differs between the two cases, and multiple cohorts are collections of inputs of the same litter over time. The overall decomposition rate (as well as \( k_{\text{app}} \), however, are lower for multiple-cohort samples because relatively more material with slow turnover is present. These different dynamics of single and multiple cohorts (even with the same kinetic constants) are captured by Eq. (1) when assuming different input histories (Tables A1 and A2). Fig. 4 compares these two cases by showing the remaining mass in a single cohort against the remaining mass for multiple cohorts, assuming the parameters of the models are the
same. In this example, the differences of the trajectories from the 1:1 line are entirely due to different initial age distribution in the sample.

In principle, the mass decay equations calibrated for a single litter cohort could be used to predict decomposition of the surface litter pool composed of multiple litter cohorts (Fig. 4). However, litter decay rates cannot be used for SOM, because bio-physical mechanisms controlling decomposition in soils are different from surface litter (factor iii in the list above), so that the model parameters (if not the model structure itself) are expected to change. One way to quantify these changes due to the specific soil environment is to compare predicted mass loss for multiple litter cohorts to measured SOM mass loss from the same site. In this way the three factors outlined above can be effectively disentangled. Considering one litter type, chemical differences in the original material are avoided, whereas age-related effects in multiple litter cohorts can be captured by the equations in Table A2 with parameter values obtained from a single cohort decomposition study (Table A1). Finally, the role of abiotic factors in the soil can be quantified by comparing simulations for multiple litter cohorts to measured SOM mass loss data. New studies examining simultaneously single and multiple litter cohorts as well as SOM decomposition at a specific location would help distinguish the effects of these different controls on decomposition.

3.5. Conclusions

We systematically examined different decomposition models to describe mass remaining and apparent decay rates for two types of experiments: i) single cohort (e.g., litterbag), and ii) multiple cohort (SOM) decomposition studies, obtaining for both types analytical equations that can be used to fit decomposition data across substrate types and climatic conditions. The equations derived for SOM data are different from the ones for single cohorts, implying that care should be taken when selecting a mathematical equation to fit the decomposition data. The model inter-comparison showed that the often used, single-compartment exponential model performs poorly with respect to two-compartment models, lumped models with time-dependent kinetic rates, and continuous quality models. The increase in complexity of the two- and three-parameter models is statistically justified considering their increased accuracy. In an example from a litterbag decomposition study, the continuous quality models had the best balance between accuracy and model parsimony. In contrast, a dataset of long-term SOM decomposition data was best described by two-pool models, possibly because of the strong separation of time scales in this particular example. However, differences in model performance were too small to be able to select a single ‘best’ model for these datasets. All models (except the single-compartment one) predict that the apparent decomposition rate \( k_{\text{app}} = -(dx/dt)/x \) decreases over time. The parameters obtained from the model fitting can be physically interpreted to investigate decomposition patterns and model performance across climatic, vegetation, and edaphic conditions. Moreover, the proposed theoretical framework allows disentangling the different drivers of litter and SOM dynamics, thus permitting to clarify whether the observed mass loss patterns in different experiments (single vs. multiple cohorts; litter vs. SOM) are due to chemical differences in the original material, abiotic factors, or different age distributions in the sample. Applying the proposed equations to large datasets also including estimates for microbial biomass or other physically-based pools might provide indications for the most appropriate model structure to describe the decomposition process.
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Appendix A

Relative mass loss \( x(t)/x_0 \) and apparent decay rates \( k_{\text{app}}(t) \) for all selected models and for single- and multiple-cohort studies are reported in Tables A1 and A2. Note that the single-cohort relative mass loss is analytically equivalent to the survivor function, \( x(t)/x_0 = A(t) \) (Eq. (2)).

### Table A1

Analytical solutions for remaining mass after a single addition of litter, one cohort sample (e.g., litterbag incubations, \( I = \beta \cdot t \)).

<table>
<thead>
<tr>
<th>Model</th>
<th>( x(t)/x_0 = A(t) ) (Eq. (2))</th>
<th>( k_{\text{app}}(t) ) (Eq. (4))</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>( e^{-\beta t} )</td>
<td>( k )</td>
</tr>
<tr>
<td>D2</td>
<td>((1-r)k_1e^{-k_1t} - (k_2 - k_1r)e^{-k_2t}) ( k_2 )</td>
<td>( k_1(1-r)[k_2e^{k_1t} - (k_2 - k_1r)e^{k_2t}] )</td>
</tr>
<tr>
<td>D3</td>
<td>( a \beta e^{k_1t} + (1-a)e^{-k_2t})</td>
<td>( a \beta e^{k_1t} + (1-a)e^{-k_2t})</td>
</tr>
<tr>
<td>D4</td>
<td>( \beta(t + e^{k_1t}) + (e^{k_1t} - 1)(k_1(1 - 2r) + k_2)e^{-k_2t} ) ( \beta/(k_1(1 - 2r) + k_2) )</td>
<td>( \beta(t + e^{k_1t}) + (e^{k_1t} - 1)(k_1(1 - 2r) + k_2)e^{-k_2t} )</td>
</tr>
<tr>
<td>L1</td>
<td>( e^{-\beta(1-e^{-r \cdot t}) - r \cdot t} )</td>
<td>( e^{-\beta(1-e^{-r \cdot t}) - r \cdot t} )</td>
</tr>
<tr>
<td>L2</td>
<td>( a/(b + t)^\beta )</td>
<td>( a/(b + t)^\beta )</td>
</tr>
<tr>
<td>C1</td>
<td>( b/ln(b/a) )</td>
<td>( a/(b + t)^\beta )</td>
</tr>
<tr>
<td>C2b</td>
<td>( E_1(-bt) - E_1(-at) )</td>
<td>( E_1(-bt) - E_1(-at) )</td>
</tr>
</tbody>
</table>

*a* For conciseness, we define \( \beta = -\sqrt{k_1/k_2} > -4k_2k_1r \).

*b* \( E_1(z)\): exponential integral, defined as \( E_1(z) = - \int_z^\infty e^{-u}/udu \) (Weissstein, 2011).
Table A2

Analytical solutions for the mass remaining in a multiple cohort sample such as soil organic matter (e.g., soil incubations, $I_1 > 0$, $I_2 = 0$).

| Model | $x(t|x)$ (Eq. (7)) | $k_{app}(t)$ (Eq. (9)) |
|-------|---------------------|------------------------|
| D1    | $e^{-bt}$           | $k$                    |
| D2    | $\frac{(1-r)k_1e^{-kt} - (k_2 - r k_1)k_2e^{-kt}}{(k_1 - k_2)k_2 + (1-r)k_1}$ | $k_1k_2[1-(1+r)k_1e^{-kt} - (k_2 - r k_1)k_2e^{-kt}]$ |
| D3    | $\frac{ak_2e^{-kt} + (1-a)k_1e^{-kt}}{ak_2 + (1-a)k_1}$ | $a\frac{k_1k_2[e^{-kt} + (1-a)e^{-kt}]}{a\frac{k_1k_2[1-(1+a)k_2e^{-kt}] + \alpha k_1e^{-kt}}{1-(1+r)k_1 + k_2[1-(1+a)k_2e^{-kt}]}}$ |
| D4    | $\frac{1 + e^{-kt}}{2} + \frac{(1-e^{-kt})}{2} e^{\left(\frac{(k_1 + k_2)t}{2}\right)}$ | $\frac{bt}{a} + (b-t)\tau$ |
| L1$^b$| $\frac{a - 1}{b + \tau}$ | $\frac{a - 1}{b + \tau}$ |
| C1    | $b^{a-1}(b+t)^{-a}$ | $a > 1$ |
| C2    | $\frac{b^{a-1}(b+t)^{-a} - (E_b(-bt) - E_b(-at))\alpha b}{a}$ | $\frac{b^{a-1}(b+t)^{-a} - (E_b(-bt) - E_b(-at))\alpha b}{a}$ |

$^a$ For conciseness, we define $\gamma = -k_1(k_1 + k_2)_0 - (k_2 + k_2)_0^2$.

$^b$ $\Gamma$: incomplete gamma function (Abramowitz and Stegun, 1972).

$^c$ Model L2 is not included here as it does not allow an analytical solution for $x(t|x)$ in the general case $a > 0$ (for $a = 0$ no steady state can be reached).

References


Agren, G.I., Bosatta, E., 1995. The power and reactive continuum models as partition and soil climate as well as site characteristics for some coniferous forest ecosystems. Oikos 723.


